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The 2011 flights typically included multiple seg-
ments at increasing altitudes from 3 to 13.5 km over
varying topography and atmospheric conditions. In
addition, for most flights, a spiral descent from
� 13.5 km to near the surface (30 –70 m) was included
in the flight plan in order to sample vertical profiles
of meteorological parameters (pressure, tempera-
ture, humidity, etc.) using the aircraft ’s data acquis-
ition system and the CO 2 mixing ratio profile using
the in situ sensor. For two flights (flight 1 over the
Central Valley of California and flight 3 over Rail-
road Valley in Nevada), radiosonde balloons were
also released near the spiral location and provided
additional independent meteorological measure-
ments and allowed us to estimate the vertical struc-
ture of the atmosphere at the same location and
validate O 2 lidar measurements. Table 2 and Fig. 6
summarize our 2011 science flights and Fig. 7 shows
the main flight path and altitude profile for flight 1
(in the Central Valley of California). All flights except
the last two originated from and ended in the
Dryden Airborne Operations Facility in Palmdale,

California, where the NASA DC-8 aircraft is based.
Flight 6 originated in Palmdale and landed in
Minneapolis after overflying most of the western
United States and Iowa, and flight 7 originated in
Minneapolis and overflew a Total Carbon Column
Observing Network site in Park Falls, Wisconsin
(https://tccon �wiki.caltech.edu/Sites/Park_Falls ) be-
fore returning to Palmdale.

A. Retrievals and Analysis
Our retrieval algorithm follows the approach of
Rodgers [26] and is similar to the one outlined by
Kawa et al. [27] and Abshire et al. [13] in their
CO2 simulations and airborne retrievals. The algo-
rithm estimates the column average O 2 transmit-
tance of the atmospheric column by integrating the
pulse returns from the surface echo signals at each
wavelength after normalizing by the transmitted
pulse energy, the filter transmission, and other in-
strument calibrations. The algorithm then compares
the experimental with the theoretically calculated
transmittance values and adjusts the fit parameters

Table 2. 2011 Science Flight Summary

Flight No/Color Flight Date General Location Duration (Hours)

1/Red 7/28/2011 Central Valley, California 4.4
2/Orange 8/2/2011 Pacific Ocean, Baja, California 3.3
3/Magenta 8/3/2011 Railroad Valley, Nevada 4.6
4/Green 8/7/2011 Pacific Northwest, British Columbia 7.7
5/Purple 8/9/2011 Four Corners, New Mexico 5.5
6/Light Blue 8/10/2011 California to Iowa and Minnesota 6.5
7/Dark Blue 8/11/2011 Minnesota, Wisconsin to California 7.0

Fig. 6. Summary of 2011 science flights over varying topography, elevation, surface reflectivity, ground cover, and weather conditions. The
colored trajectories identify each flight.
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we used in our receiver, incorrect nonlinear SPCM
count correction, imperfect energy monitor, and base-
line structure due to etalon fringes. Our bandpass fil-
ter is 0.5 nm wide (FWHM) which is roughly the span
of our wavelength scan. The narrow filter is neces-
sary in order to limit the solar background counts.
The narrow filter spectral response can distort the
wings of the received line shape and introduce a sys-
tematic offset that cannot be easily discerned.
Although we calibrated the transmission of the filter
in the laboratory prior to flight, small changes in the
incidence angle and temperature may introduce an
additional bias. We estimate a 1° change in the inci-
dence angle would produce a 55 pm shift in the trans-
mission peak of the filter. The retrieval algorithm
tries to account for a shift in the filter transmission
peak by moving the filter pass band. In the future,
we plan to implement a more robust optomechanical
design and an in situ filter preflight calibration to
account for any shifts.

The SPCM nonlinearity is also a significant factor,
especially in cases where overlapping pulses can
cause photon-counting losses [32]. This was particu-
larly problematic in the Pacific Northwest flight,
where the reflectivity changed rapidly because of
the intermittent snow cover, and some of the other
flights where we flew close to bright, highly reflecting
clouds. The SPCM dynamic range could not accom-
modate the rapid change in background signal and
it is more difficult to accurately account for the non-
linear effects. In our analysis, we used the correction
supplied by the manufacturer but we suspect it may
be inadequate, especially in the wings of the absorp-
tion, and may account for some of our bias error.
We are currently in the process of improving the non-
linear SPCM count correction. In addition, we are
improving the dynamic range of the receiver by in-
creasing the laser energy and splitting the signal into
multiple SPCMs.

The energy monitor is another source of systematic
error. Ideally the monitor should be a perfect repre-
sentation of the outgoing pulse energy and should be
used to normalize the received energy. In practice,
that is never the case. Varying detector response, eta-
lon fringes, beam pointing and sampling issues, and
other effects combine to degrade the performance of
the energy monitor. Although the use of the integrat-
ing sphere minimizes some of these issues, there are
still improvements to be made, such as temperature
control of the detector and the use of separate
spheres for CO2 and O2. The integrator electronics
which monitor the outgoing pulse energy may also
introduce a small bias in the measured pulse ener-
gies. The bias is calibrated on the ground prior or
after the flights. However, it is possible that it may
vary during flight as the temperature of the electron-
ics changes. We are currently trying to substitute our
integrator electronics with fast digitizers that will
sample the pulse waveform to mitigate this issue.

The spectral purity of the transmitter could poten-
tially account for part of the large systematic error in

our measurements. The specifications of the seed
(diode) DFB laser provided by the manufacturer list
the laser linewidth as 1 MHz and the single-mode
suppression ratio to be at least 45 dB. We have also
measured the fiber amplifier and the doubler output
spectral purity using an optical spectrum analyzer.
Our results show that there is no significant emis-
sion outside the main peak at 764.7 nm, which is
about 65 dB above the noise floor (Fig. 13). The res-
olution of the measurement was 10 pm (5.1 GHz).

Finally, another nonrandom noise component
that limited our retrievals was etalon fringes in
our instrument. Etalon fringes are unwanted optical
interference patterns that arise from multiple weak
reflections from each optical surface in the optical
path. If they remained fixed they would simply intro-
duce a constant offset to our signal that can, in prin-
ciple, be subtracted. However, their phase, period,
and amplitude are a function of small path length
changes due to optomechanical shifts, vibration, tem-
perature and pressure changes, and changes in the
index of refraction of various optical elements. As
a result, etalon fringes introduce a time-dependent,
nonstationary background structure that is often
indistinguishable from the signal of interest and can-
not be filtered out by conventional noise-filtering
techniques. Etalon fringes have been observed in
laser spectrometers for a long time and have been
shown to limit the precision, accuracy, and averaging
time of laser spectrometers [ 10,33]. Ways to mitigate
them and reduce their impact include careful opto-
mechanical design using wedged and AR-coated
optics, the use of reflective versus transmissive
optics, frequent calibrations using a reference cell
with background (null) gas, mechanical or electronic
dithering methods [ 34–36], and various signal-
processing techniques [37–41]. Some of these meth-
ods, like a reference cell with background gas, are
mostly applicable to in situ spectrometers but are
not easily adaptable to airborne or space atmos-
pheric measurements. Others, like mechanical

Fig. 13. Laser emission spectrum measurement using an optical
spectrum analyzer. The emission peak is at 764.7 nm, which is
65 dB above the noise floor. The resolution of the measurement
was 10 pm (5.1 GHz).
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dithering, may not be desirable in a space instru-
ment where the use of mechanisms that can fail in
orbit is not considered good engineering practice.
In our instrument, we have tried to minimize etalon
fringes in several ways. We have used special AR-
coated and wedged optics. All of our beam splitters/
combiners are AR coated and wedged and all of our
fibers, filters, and beam expanders are also AR
coated. We have also made use of reflective as op-
posed to transmissive optics whenever possible.
For example, we have removed the triplet correction
lenses from our commercial telescope and used spe-
cial AR-coated fibers to achieve the desired FOV. We
have also used an integrating sphere with a wedged,
AR-coated beam splitter for the energy monitor. But
ultimately it is unrealistic to expect that etalon
fringes can be completely eliminated in a field instru-
ment with commercial off-the-shelf parts and limited
resources. Much remains to be done. We are in the
process of redesigning some of the optics in our trans-
mitter and receiver to reduce the number of trans-
missive optics. We are also talking to the detector
manufacturer to see if the detector windows can be
AR coated at the factory. We have investigated the
use of signal-processing techniques such as matched
[38] and Kalman filters [ 40] and a Singular Value
Decomposition Algorithm [ 39] to reduce the effect
of fringes, but the improvement has been minimal.
We are exploring additional signal-processing tech-
niques based on neural networks to identify and dis-
criminate nonstationary noise (e.g., a time-varying
baseline structure due to etalon fringes) from our
trace gas signal. We hope that these efforts will im-
prove our accuracy and precision in the long term.

5. Summary
We have demonstrated initial airborne measure-
ments of atmospheric OD using the Oxygen A-band
and a multiwavelength IPDA lidar over varying
topography and terrain and up to altitudes of
13 km. The lidar uses a doubled erbium-doped fiber
laser with single photon-counting detectors and the
Oxygen A-band at 765 nm to measure the column
abundance of O2.

The O2 IPDA lidar flew seven science flights in the
continental United States and British Columbia,
Canada in 2011. Our results from five of the flights
show good agreement between the experimentally
derived DOD measurements with the theoretical
predictions for aircraft altitudes from 3 to 13 km
after a systematic bias correction of approximately
8% was applied. We estimate that the random noise
component is 2.5%–3%. Our errors are above the cur-
rent estimates of what can be obtained with meteoro-
logical data and radiosonde networks in the US.
However, the existing recommendation from the AS-
CENDS working group is still that “co-located sur-
face pressure measurements ” are needed for
ASCENDS and that “the currently available surface
pressure forecasts and/or re-analyses from numeri-
cal weather models [are] insufficiently accurate,

especially over sparsely observed areas, to relax the
need for concurrent measurement of pressure ” [3].
The ASCENDS working group will revisit this re-
quirement in the near future. Presently, no official
pressure measurement requirement has been re-
leased for ASCENDS, but we do anticipate that a
measurement error of � 0.2% will be needed in order
to keep the X �CO2� retrieval error below 1 ppm.

We are trying to address both systematic (bias) and
random noise errors in our system in order to meet
the anticipated ASCEND requirements. Our main
random error sources are the low signal levels and
the high solar background. We expect that, with our
new higher energy amplifier, we will reduce the ran-
dom noise component by a factor of

p
10 � 3.3 from

2%–3% to 0.6–1%. Higher energies would be needed
to further reduce the random error and we are ex-
ploring several power scaling approaches with two
different industrial partners. We are also in the
process of increasing the dynamic range of our
instrument.

Reducing the solar background on the detector
should also reduce the random error. There are two
ways to reduce the solar background: reduce the
bandpass of the receiver or reduce the FOV. The
receiver bandpass is already narrow (0.5 nm) and
cannot be reduced further without severely dis-
torting the lineshape. The FOV in the current instru-
ment, however, could be reduced from 200 to
150 � rad (or less if the boresight can be held stable).
Reducing the FOV to 150 � rad should reduce the so-
lar background and improve our random error by a
factor of �200� 150� 2 or 1.8, bringing the random error
closer to the requirement. For a space instrument,
the FOV could be reduced further with much better
optomechanical design and a boresight adjustment
mechanism.

Addressing systematic errors may prove even
more challenging. As stated above, we are currently
implementing improvements in our laser energy
monitor normalization hardware and software, the
overall optomechanical design of the transceiver, our
wavelength calibration, and the nonlinear receiver
correction of our system to reduce these systematic
errors. We are also investigating the impact of
spectroscopic effects such as line mixing on the O 2
spectra in our retrievals. We anticipate that these
improvements will address both systematic (bias)
and random noise errors in our system.

For the space instrument, our calculations show
that the energy would have to be scaled to � 4 mJ
assuming a 1.0 m receiver diameter and a photon-
counting detector with a quantum efficiency of
65% and an instrument FOV of 75 � rad. The photon-
counting detectors we are proposing to use have a
high technology readiness level (TRL) and have
flown successfully on NASA ’s ICESat mission [ 42].
Large high TRL receiver telescopes have also flown
previously on other space lidar missions [ 42–44],
and the European Space Agency Aeolus-ADM Wind
Mission [ 45] has developed a 1.5 m SiC telescope that
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is well suited for ASCENDS. Our current airborne
lidar uses EDFAs. Scaling the energy to 4 mJ in a
single EDFA has so far proven difficult because of
nonlinear effects such as stimulated Brillouin scat-
tering. However, multiple EDFA beams could be com-
bined to produce the energy needed for space.
Alternatively, an EDFA can serve as a first stage or
preamplifier to a power amplifier based on different
technologies such as planar waveguide amplifiers
[46]. We have carried out studies with several indus-
trial partners using both approaches for space and
found no fundamental technical barriers so far. We
will continue to develop these technologies in order
to meet the ASCENDS requirements.
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